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New ground is broken in our understanding of objective functions’ ability to capture Pareto solutions for multi-objective design optimization problems. It is explained why widely used objective functions fail to capture Pareto solutions when the Pareto frontier is not convex in objective space, and the means to avoid this limitation, when possible, is provided. These conditions are developed and presented in the general context of \( n \)-dimensional objective space, and numerical examples are provided. An important point is that most objective function structures can be made to generate nonconvex Pareto frontier solutions if the curvature of the objective function can be varied by setting one or more parameters. Because the occurrence of nonconvex efficient frontiers is common in practice, the results are of direct practical usefulness.

Nomenclature

\[ J = \text{aggregate objective function (a scalar)} \]
\[ v_i = \text{i}^{\text{th}} \text{entry of a generic vector} \]
\[ w = \text{vector of numerical weights, used in forming the aggregate objective function} \]
\[ x = n \text{-dimensional design parameter vector} \]
\[ \theta = m \text{-dimensional design metric vector (also referred to as design criteria or design objectives vector)} \]

I. Introduction

In practical applications of optimization, particularly in the area of engineering design, the engineer is typically faced with the task of reconciling a set of disparate and conflicting objectives. The success of the optimization process is singularly dependent on the effectiveness of the objective function, which should possess the following two characteristics. First, the objective function should adequately represent the designer’s preferences and objectives. Second, the objective function should have the ability to capture every point on the Pareto frontier, whether it is convex or not. The first characteristic is the subject of previous publications. The second is the central topic of this paper.

The literature in the area of design optimization points to the inability of some commonly used objective functions to capture efficient solutions that lie in the nonconvex boundary of the feasible design space, even if the objective function is itself convex in objective space. In particular, numerous publications address the related limitations of the weighted-sum (WS) objective function approach.

One of the major disadvantages of the WS method is that it fails to capture the points that are in the concave part of the Pareto frontier. In the work of Koski and Chen et al., examples were presented to show that this easily occurs in structural optimization and robust design, respectively. In the work of Das and Dennis the drawbacks of the WS method were discussed, and a geometrical explanation regarding why it fails to capture the points on the nonconvex frontier was given. In the work of Athan and Papalambros and Das and Dennis other methods that overcome this difficulty were discussed. The distinguishing contribution of this paper is the development of the necessary conditions for a (scalar) aggregate objective function (AOF) to capture a point in the nonconvex frontier, with a comprehensive presentation of the significant practical implications of the results.

We now explicitly define the problem we wish to address. In Fig. 1, we show a commonly occurring situation in the process of design optimization. For the sake of discussion, we consider the bi-objective case. We show, however, that the important results of this paper are applicable to the general multi-objective case. We wish to minimize both objectives. As can be seen in Fig. 1, the segment \( a_1-a_2 \) of the curve defining the boundary of the feasible space is the efficient frontier. That is, for every point inside \( a_1-a_2 \), it is not possible to improve both objectives simultaneously. If one objective is improved, it must be at the expense of the other. Points inside \( a_1-a_2 \) are often referred to as Pareto points. In view of their stated characteristics, Pareto points are usually the candidates of choice in the process of multi-objective optimization. Therefore, we can argue that every objective function should offer the possibility of capturing any existing Pareto point. In the absence of this possibility, a designer might be denied the ability to obtain many of the most desired design options.

At this point, two important questions are posed:

1) Is it possible to capture every Pareto point given the generic morphology of an objective function? In other words, is it possible, within the structure of a class of objective functions, to obtain a given Pareto point by altering the numerical values of the available free parameters? For example, if we are using the oft-used WS objective function, is it possible to capture a given Pareto point by changing the values of the numerical weights? This question is posed within the context of nonlinear programming. (The equally important case of linear programming brings to the fore issues that are sufficiently disparate to warrant our own distinct treatment.) Furthermore, we address the preceding question within the context of convex and nonconvex Pareto frontiers. This discussion leads us to the second question.

2) Given that the structure of an objective function allows us to capture a given Pareto point, how realistic is it to expect that we will be able to obtain the numerical values of the weights (free parameters) that indeed lead to that sought-after Pareto point? Stated differently, in a truly multi-objective setting (where the disparate objectives are typically nonlinearly coupled), can we discover the proper weights in reasonable time? The unfortunate answer to this...
question is, usually not. The search for the proper weights usually takes place in an ad hoc environment that terminates by virtue of a time constraint, or sufficient satisfaction from the part of the designer with the current solution. The physical programming method directly addresses this question by entirely eliminating the search for proper weights from the optimization process.

These two questions are of primordial importance to the field of design optimization. In this paper, we primarily address the first. We first discuss the problem using two objectives, as this case allows for ready graphical interpretation. We then consider the general \( n \)-objective case. Several classes of objective functions are examined, for example, linear WS and general nonlinear.

It is important, in the following discussion, to carefully distinguish between the linearity of the AOF in objective space (e.g., WS method) and that of the criteria (design metrics) in decision space, that is, design parameter space. We shall always assume that the latter may be nonlinear. The designer may decide on the structure of the former, but generally not the latter. We shall also focus on the convexity of the AOF in objective space and on the convexity of the Pareto frontier, but not on that of the design metrics in design-parameter space. Again, the designer only has control over the former and can use that ability to capture the preferred design point. This paper discusses the related issues and shows how AOFs can be altered to capture points on a nonconvex segment of a Pareto frontier.

The remainder of this paper is organized as follows: Section II discusses the computational design optimization problem from a multi-objective perspective, introducing the role played by the Pareto frontier. Section III provides an analytical examination of the ability of a generic objective function to capture a Pareto point, with consideration of both two- and \( n \)-objective cases. The necessary and sufficient condition for capturability is provided. Section IV presents a set of applications of the capturability conditions of Sec. III within the context of numerical examples. Concluding remarks are provided in Sec. V.

## II. Design Optimization: Multi-objective Perspective

This section discusses the computational design optimization problem from a multi-objective perspective, explores the various popular forms of AOFs used in practice, and sets the stage for Sec. III, where the capturability conditions are developed.

Mathematically, the multi-objective design optimization problem can be stated as follows:

\[
\text{optimize } \theta(x) = \begin{bmatrix} 
\theta_1(x) \\
\theta_2(x) \\
\vdots \\
\theta_m(x) 
\end{bmatrix} \quad (1)
\]

where, we recall, \( \theta \) and \( x \) are the design metric and design parameter vectors, respectively. For the sake of simplicity, we assume that we seek to minimize each of the design metrics. Most approaches to solving the given optimization problem entail some form of scalarization of the design metrics into a single AOF, which ultimately leads to a single answer. Unfortunately, this scalarization, which is intended to mathematically represent the designer’s preferences, is extremely difficult to form correctly. Most initial attempts to form the AOF lead to a single final answer that often meets with the disapproval of the designer. Faced with this difficulty, some researchers have explored the possibility of identifying and representing the Pareto frontier as a way to choose from amongst a small set of good candidate solutions. An important component to addressing the difficulties associated with the formation of the AOF is the development of effective methods for visualizing the optimization process.

This discussion leads us to some important concepts and questions. We will explore the notion of Pareto optimality from local and global perspectives. We will examine the means of generating the Pareto points (efficient solutions), and we note that, even when one is not interested in generating the Pareto frontier, the ability of an AOF to generate a generic efficient solution is critical. Every Pareto point is of potential interest to the designer and should, therefore, be capturable by the AOF being used during optimization. In essence, when an objective function is structurally unable to capture a region of the Pareto frontier, the designer is denied the opportunity to obtain a potential option of choice. As is discussed in the following text nearly all AOF structures are plagued with this deficiency.

The notion of Pareto optimality was introduced by Pareto in 1896. A Pareto point is defined by a given value of the vector \( \theta \), for example, \( \theta_{p} \). The vector \( \theta_{p} \) represents a Pareto point if it is impossible to improve any of its entries without a simultaneous worsening of at least one other entry. From a logical point of view, it is, therefore, not possible to declare any Pareto point objectively better than any other Pareto point in objective space. Because of this realization, the concept of Pareto optimality has played an important role in the area of multi-objective optimization. As defined earlier, a Pareto point is such with respect to the entire design space. To assist us in subsequent discussions, note the distinction between the local and global minima that are generated by a generic objective function. This distinction will allow us to make two kinds of capturability properties. We call the first kind local capturability (leading to a local optimum); we call the second kind global capturability (leading to a global minimum). In this paper, when we simply say capturable, we imply local capturability.

We now use the oft-used biobjective case of Fig. 1, where both objectives are to be minimized. The curve segment \( a_{1} - a_{2} \) represents the Pareto frontier. Any point on this segment is, therefore, of potential interest to a designer. Ideally, any AOF should have the ability to capture (i.e., yield through optimization) every point between \( a_{1} \) and \( a_{2} \). Unfortunately, because this Pareto frontier is not convex, it is well known that the popular WS approach fails to capture parts of the frontier. Mathematically, the WS approach is stated as

\[
\text{optimize } J(x) = \sum_{i=1}^{m} w_{i} \mu_{i}(x) \quad (2)
\]

We now turn our attention to the following question: Which segments of the curve can the WS approach capture?

First, let us define the various points marked on the Pareto curve. The \( \theta_{1} \) and \( \theta_{2} \) components of the points \( a_{1} \) and \( a_{2} \), respectively, form the so-called utopia point, which is obtained by minimizing each of the design metrics independently. The points \( b_{1} \) and \( b_{2} \) are two equal local minima that are obtained for particular values of the weights. With small change in weight, the global optimum yields a large change. The points \( c_{1} \) and \( c_{2} \) represent inflection points of the Pareto frontier.

According to several publications, the answer to the preceding question is as follows: Segments \( a_{1} - b_{1} \) and \( a_{2} - b_{2} \) can be captured, and segment \( b_{1} - b_{2} \) cannot be captured. Although the answer is
technically correct with regard to global minimization through Eq. (2), it fails to clarify important aspects of the issue at hand.

We show in the following a simple example where the point \( r_1 \) can be captured through the WS approach, which would seem to contradict the preceding answers. Let us explain. First, we observe that, if the lines \( L_1 \) and \( L_2 \) are parallel and tangent to the Pareto curve, then point \( r_1 \) is a local minimum of Eq. (2), and point \( r_2 \) is the global minimum of the same. We assume here that the lines \( L_1 \), \( L_1 \), and \( L_2 \) represent lines of constant values of the WS objective function for particular values of the weights. It is, therefore, correct to state that the solution to the WS minimization represented by lines \( B_1 \) and \( B_2 \) will be captured by the WS approach.

The preceding observations lead us to the next question: Which part of segment \( B_1 \)–\( B_2 \) can be captured at all by the WS approach? Here we shall take a pragmatic perspective and provide an answer that is of practical significance to the designer, especially one who uses a gradient-based optimization code that will generally yield local minima. We state that the segments \( B_1 \)–\( B_2 \) can be captured by the WS approach in a departure from previous related discussions in the literature. (We prove this statement in the next section.)

Emphasizing this important association of capturability property for the WS approach with the inflection point of the Pareto frontier is one contribution of this paper. In essence, the only section of the Pareto frontier that indeed cannot be captured by the WS approach is the \( c_1 \)–\( c_2 \) segment, which is concave in objective space, rather than the whole segment \( B_1 \)–\( B_2 \).

In the following discussion, we shall pay special attention to the popular WS approach and to other more flexible AOF structures. The WS AOF is arguably the simplest that we can examine in terms of the AOF’s ability to capture the Pareto frontier. In fact, several publications in the related literature have partially addressed the issues discussed earlier. The next natural step is for us to examine the related properties of the other more flexible objective functions. Further, we will determine the general condition for capturability for any objective function, and provide the means to make practical use of the conditions provided.

In addition to the popular WS AOF approach, there are several other approaches that may at times be desirable. Note that the parameters \( G_i \) and \( B_i \) denote good and bad values of the pertaining design metric, \( w_i \) and \( c_i \) are adjustable parameters, and the subscripts min and max, respectively, denote minimum and maximum values of the particular design metric. Following are notable examples, with pertinent comments.

The absolute value method is

\[
\begin{align*}
\text{minimize } J(x) &= \sum_{i=1}^{m} w_i |\mu_i(x) - G_i| \\
\end{align*}
\]

The nonsmoothness of this approach is a source of numerical difficulties.

The weighted square sum (WSS) is

\[
\begin{align*}
\text{minimize } J(x) &= \sum_{i=1}^{m} w_i (\mu_i(x) - G_i)^2 \\
\end{align*}
\]

The nonzero second derivative of this approach gives it the ability to capture nonconvex Pareto points.

The weighted maximum is

\[
\begin{align*}
\text{minimize } J(x) &= \max_i \frac{\mu_i(x) - G_i}{B_i - G_i} \\
\end{align*}
\]

Again, nonsmoothness is an issue.

The substitute objective function is

\[
\begin{align*}
\text{minimize } J(x) &= \prod_i \frac{\mu_{i,\text{max}}(x) - \mu_i(x)}{\mu_{i,\text{min}}(x) - \mu_{i,\text{min}}(x)} \\
\end{align*}
\]

and it is relatively inflexible.

The Kreisselmeir–Steinhauser function is

\[
\begin{align*}
\text{minimize } J(x) &= \frac{1}{\rho} \sum_{i=1}^{m} \exp[\rho(\mu_i(x) - \mu_{i,\text{max}})] \\
\end{align*}
\]

and it offers some flexibility through the parameter \( \rho \).

The distance from utopia point is:

\[
\begin{align*}
\text{minimize } J(x) &= \sum_{i=1}^{m} w_i (\mu_i(x) - \mu_{i,\text{min}})^2 \\
\end{align*}
\]

similar to WSS.

The exponential weighted method is

\[
\begin{align*}
\text{minimize } J(x) &= \sum_{i=1}^{m} w_i \exp(c_i \mu_i(x)) \\
\end{align*}
\]

Two parameters can be manipulated to control the curvature.

The weighted compromise programming (WCP) is

\[
\begin{align*}
\text{minimize } J(x) &= \sum_{i=1}^{m} w_i (\mu_i(x))^2 \\
\end{align*}
\]

As will be shown, the ability of an objective function to capture points on the Pareto frontier depends on the presence of some parameters that the designer can use to manipulate the function’s curvature. By examining the given objective functions, we observe that some more readily lend themselves to increasing their curvature, thus increasing their ability to capture points in the nonconvex part of the Pareto frontier. For example, the parameter \( c_i \) in Eqs. (9) and (10) is ideally suited to effect significant changes in the objective function curvature. This parameter can, therefore, be used to help capture points that are on a highly concave Pareto frontier.

In the next section, we mathematically determine the condition for a generic objective function to capture points on the nonconvex part of the Pareto frontier.

III. Condition for Objective Function to Capture Nonconvex Pareto Frontier Points

This section provides the mathematical derivation of the condition the objective function must satisfy to capture the Pareto points on a given segment of the Pareto frontier. We also discuss the required relationship between the objective function and the Pareto frontier from a geometrical perspective. We provide an insightful geometrical interpretation of the mathematical results. Note that the following development applies to the regions of the Pareto frontier where the second derivative of the functions concerned exist.

We begin by considering the case of the WS method. This special case is then followed by the consideration of the general nonlinear objective function. We do so in the form of two propositions, which are proven to a degree that will satisfy an engineer but not a mathematician.

For the sake of the following development, we provide a concise definition for the terms locally capturable point and globally capturable point. A locally/globally capturable point is a Pareto point that is a local/global minimum of a given AOF for some setting of the parameters used in that function. In this paper, when the words locally and globally are omitted, we imply the use of the word locally. (Globally capturable points are also locally capturable.) For example, optimizing the biobjective problem of Fig. 1, the points between \( c_1 \) and \( c_2 \) are not capturable within the context of the linear WS method, but are capturable using several other methods. The capturability property of a given Pareto point is of practical implication because gradient-based optimization algorithms will generally yield that point as a solution if the starting point is in a sufficiently close neighborhood of that given Pareto point. That is, a gradient-based algorithm may yield point \( r_1 \) of Fig. 1, if the starting point is in its neighborhood. Otherwise, the point \( r_1 \) may be obtained instead. We now proceed with the development of the propositions.
A. Statement and Proof of Propositions 1 and 2

Proposition 1: A necessary and sufficient condition for a point to be capturable using a WS AOF is that the point lies on a convex part of the Pareto frontier. (We shall not herewith address point effects or singularity issues.) For the sake of clarity, we first deal with the biobjective case, Proposition 1a; then we deal with the \( n \)-objective case, Proposition 1b.

Proposition 1a: The biobjective case proof is as follows:

The Pareto frontier can in general be represented by the equation

\[
f(\theta_1(x), \theta_2(x)) = 0
\]

We further assume that Eq. (11) can be rewritten in the form (with largely inconsequential loss of generality)

\[
\theta_2 = \theta_3(\theta_1)
\]

Proposition 1a1: We first prove that, if a generic point \( P \) is on a convex part of the frontier (e.g., point \( r_i \) in Fig. 1), then an objective function of the form

\[
J = w_1\theta_1 + w_2\theta_2
\]

can capture point \( P \), where \( w_1 > 0 \) and \( w_2 > 0 \). The proof follows.

The value of the objective function for any point \( P \), with coordinates \((u_{1p}, u_{2p})\), in the neighborhood of \( P \) can be expressed as

\[
J_P \simeq J_P + w_1(u_{1p} - u_{1}) + w_2(u_{2p} - u_{2})
\]

or

\[
J_P \simeq J_P + w_1\Delta u_1 + w_2\Delta u_2
\]

If we let

\[
\frac{w_1}{w_2} = \frac{\partial J}{\partial u_1}
\]

Eq. (15) becomes

\[
J_P \simeq J_P + w_1\left(1 - \frac{\Delta u_2}{\Delta u_1}\right)\frac{\partial J}{\partial u_1}\Delta u_1
\]

Because the Pareto frontier is convex at point \( P \),

\[
\frac{\partial^2 u_2}{\partial u_1^2} \geq 0
\]

which leads to

\[
\frac{\partial u_2}{\partial u_1} \leq \frac{\Delta u_2}{\Delta u_1} \quad \text{or} \quad \frac{\partial u_2}{\partial u_1} \geq \frac{\Delta u_2}{\Delta u_1}
\]

for \( P \) on the right or left of \( P \), respectively.

From Eqs. (17) and (19), it follows that, for \( \tilde{P} \) on the right of \( P \),

\[
\Delta u_1 > 0, \quad J_P \geq J_{\tilde{P}}
\]

Similarly, for \( \tilde{P} \) on the left of \( P \), we have

\[
\Delta u_1 < 0, \quad \text{and still} \quad J_P \geq J_{\tilde{P}}
\]

Because we always have \( J_{\tilde{P}} \geq J_P \), \( P \) is a local minimum and is, by definition, capturable by the objective function given in Eq. (13) when it lies on a convex part of the Pareto frontier, as was to be shown.

Proposition 1a2: We now prove that if an objective function of the form

\[
J = w_1\theta_1 + w_2\theta_2
\]

can capture a generic point \( P \), where \( w_1 > 0 \) and \( w_2 > 0 \), then the point \( P \) is on a convex part of the frontier, for example, point \( r_i \) in Fig. 1.

The proof of Proposition 1a2 follows directly from that of Proposition 1a1. Essentially, we can simply follow the steps of Proposition 1a1 in reverse order.

Proposition 1b: The multi-objective case proof is as follows:

Following the preceding line of thought, the Pareto hypersurface can, in general, be represented by the equation

\[
f(\theta_1(x), \theta_2(x), \ldots, \theta_n(x)) = 0
\]

We assume that Eq. (23) can be rewritten in the form

\[
\theta_i \equiv \theta_i(\theta_{-i})
\]

where

\[
\theta_{i-} = [\theta_1, \ldots, \theta_{i-1}, \theta_{i+1}, \ldots, \theta_n]^T
\]

Proposition 1b1: Again, we first prove that if a generic point \( P \) is on a convex part of the frontier, then an objective function of the form

\[
J = w^T \theta , \quad w = [w_1, \ldots, w_n]^T
\]

can capture point \( P \), where \( w_i > 0 \) \( \forall i \). The proof follows.

Proof:

We now rewrite Eq. (26) as

\[
J = w^T \theta_{i-} + w_i \theta_i, \quad w_{i-} = [w_1, \ldots, w_{i-1}, w_{i+1}, w_n]^T
\]

or

\[
\theta_{i- \text{obj}} \equiv -1/(w_i)w^T \theta_{i-} + (J/w_i)
\]

where \( \theta_{i- \text{obj}} \) defines the AOF hyperplane.

Let us now form the function

\[
\Gamma(\theta_{i-}) \equiv \theta_{i-} - \theta_{i- \text{obj}}
\]

An expansion of \( \Gamma(\theta_{i-}) \) about the point \( P \) yields

\[
\Gamma(\theta_{i-}) \approx \Gamma(\theta_{i-})|_{P} + \nabla \Gamma(\theta_{i-})|_{P}\theta_{i-} - (\theta_{i-})|_{P}
\]

\[
+ \frac{1}{2}[(\theta_{i-} - (\theta_{i-})|_{P})^T H[\Gamma(\theta_{i-})]|_{P}\theta_{i-} - (\theta_{i-})|_{P}]
\]

We now prescribe the value of \( J \) in Eq. (26) and the set of \( w_i \) such that

\[
\Gamma(\theta_{i-})|_{P} = 0
\]

\[
\nabla \Gamma(\theta_{i-})|_{P} = 0
\]

Equation (26) then forms a hyperplane that supports (is tangent to) the Pareto hypersurface at point \( P \). Equation (30) now becomes

\[
\Gamma(\theta_{i-}) \approx \frac{1}{2}[(\theta_{i-} - (\theta_{i-})|_{P})^T H[\Gamma(\theta_{i-})]|_{P}\theta_{i-} - (\theta_{i-})|_{P}]
\]

We note that

\[
H[\Gamma(\theta_{i-})]|_{P} = H(\theta_{i-})|_{P} - H(\theta_{i- \text{obj}})|_{P}
\]

Because \( H(\theta_{i-})|_{P} \) is positive semidefinite, by assumption (the Pareto frontier is convex), then \( \Gamma(\theta_{i-}) \geq 0 \) in the neighborhood of the point \( P \). Equations (33) and (29) then yield

\[
\theta_{i-} \geq \theta_{i- \text{obj}}
\]

which implies that point \( P \) is a local minimum, and is, therefore, capturable.

Proposition 1b2: We now prove that if an objective function of the form

\[
J = w^T \theta , \quad w = [w_1, \ldots, w_n]^T
\]

can capture a generic point \( P \), where \( w_i > 0 \) \( \forall i \), then the point \( P \) is on a convex part of the Pareto frontier as is shown in the following proof.
Proposition 2a: Let \( \theta_{i,j} = \theta_{i}(\theta_{j}) \) and \( \theta_{i,\text{obj}} = \theta_{i}(\theta_{\text{obj}}) \), for a given point \( P \), represent the hypersurfaces of the Pareto hypersurface and of the AOF, respectively. The necessary and sufficient condition for a point \( P \) to be capturable is that the Hessian of \( (\theta_{i,j} - \theta_{i,\text{obj}}) \) be positive semidefinite and the gradient of \( (\theta_{i,j} - \theta_{i,\text{obj}}) \) vanish.

Proof:

\[
\Gamma(\theta_{i,j}) \equiv \theta_{i,j} - \theta_{i,\text{obj}} \tag{37}
\]
and expand \( \Gamma(\theta_{i,j}) \) about the point \( P \), which yields

\[
\Gamma(\theta_{i,j}) \simeq \Gamma(\theta_{i,j}) |_{P} + \nabla \Gamma(\theta_{i,j}) |_{P}^T (\theta_{i,j} - (\theta_{i,j}) |_{P}) + \frac{1}{2} (\theta_{i,j} - (\theta_{i,j}) |_{P})^T H(\Gamma(\theta_{i,j})) |_{P} (\theta_{i,j} - (\theta_{i,j}) |_{P}) \tag{38}
\]

Note that, to define the implicit functions \( \theta_{i,j} \) and \( \theta_{i,\text{obj}} \), we let

\[
\Gamma(\theta_{i,j}) |_{P} = 0 \tag{39}
\]

Proposition 2a: We prove that if the point \( P \) is capturable, then the Hessian of \( (\theta_{i,j} - \theta_{i,\text{obj}}) \) is positive semidefinite.

Because the point \( P \) is capturable, we must have the ability to prescribe the free parameters of the objective functions such that

\[
\nabla \Gamma(\theta_{i,j}) |_{P} = 0 \tag{40}
\]

Equation (38) then becomes

\[
\Gamma(\theta_{i,j}) \simeq \frac{1}{2} (\theta_{i,j} - (\theta_{i,j}) |_{P})^T H(\Gamma(\theta_{i,j})) |_{P} (\theta_{i,j} - (\theta_{i,j}) |_{P}) \tag{41}
\]

Because the point \( P \) is capturable, \( P \) is by definition a local minimum. Then we have \( \theta_{i,j} \geq \theta_{i,\text{obj}} \) and, therefore, \( \Gamma(\theta_{i,j}) \geq 0 \). From Eq. (41), we conclude that the Hessian

\[
H(\Gamma(\theta_{i,j})) |_{P} = H(\theta_{i,j} - \theta_{i,\text{obj}}) |_{P} \tag{42}
\]

must be positive semidefinite, as was to be shown.

Proposition 2b: We now prove that if the Hessian of \( (\theta_{i,j} - \theta_{i,\text{obj}}) \) is positive semidefinite, then the point \( P \) is capturable.

The proof can be performed by generally invoking the steps of Proposition 2a in reverse. Because the Hessian is positive semidefinite and the gradient vanishes, we have \( \Gamma(\theta_{i,j}) \geq 0 \), and, therefore, \( \theta_{i,j} \geq \theta_{i,\text{obj}} \). This implies that \( P \) is a local minimum.

This development completes the proofs of the two propositions of this section. The first addressed the special case of the WS objective function, and the second dealt with the general objective function. The former resulted in specific conditions whereas the latter yielded more general conditions. Through numerical examples, we show the practical implications of these propositions, that is, how they can be helpful in practice.

B. Geometrical Interpretation of Propositions

Next, we provide an interesting geometrical interpretation of the two propositions developed in this section. These interpretations will also be of important practical usefulness.

We use Fig. 1 to provide our geometrical interpretation of Proposition 1. We recall that Proposition 1 delineated the capabilities of the WS AOF. The curve in Fig. 1 has two inflection points, at \( c_1 \) and \( c_2 \). The curve is concave between those two points and convex elsewhere. According to Proposition 1, all of the points on the convex parts of the curve are capturable, for example, \( a_1, b_1, r_1 \). We now make the following observations: 1) The Pareto frontier and the objective function meet at the capturable point (as expected). 2) In the neighborhood of every capturable point, the objective function lies on one side and the Pareto frontier on the other side. 3) The Pareto frontier lies on the increasing-value (that is, northeast) side of the objective function.

From these observations, we can see why the WS objective function is incapable of capturing points on the concave part of the Pareto frontier. On the convex part of the Pareto frontier, the objective function lies on the correct side. On the concave side it does not. In the case of the inflection point, the Pareto frontier and the objective function do not lie on exclusive sides. They cross each other. From the discussions of this section, we see why some points between \( b_1 \) and \( b_2 \) are capturable, for example, between \( b_1 \) and \( c_2 \) and between \( c_2 \) and \( b_2 \). For a given set of weights, the points \( r_1 \) and \( r_2 \) would be capturable. The former would be a local minimum, and the latter would be the global minimum. In the process of generating Pareto points using a gradient-based optimization algorithm, all points up to and excluding the inflection points would be capturable, for example, above \( c_1 \) and below \( c_2 \).

The preceding observations lead us to a more general geometrical condition for the case of a general nonlinear AOF. This general case is the subject of Proposition 2. Proposition 2 states that the Hessian of the function that is the difference between the Pareto frontier and the AOF is positive semidefinite at capturable points. Stated differently, the difference between the Pareto frontier and the AOF is a convex function in the neighborhood of a capturable point. A geometrical interpretation of Proposition 2 is obtained by considering the biobjective case. Proposition 2 in this case states that the second derivative of the Pareto frontier must be greater than that of the objective function. In essence, the more concave the objective function in objective space, the more it is capable of capturing Pareto points.

An important practical consequence of the preceding observations is that an objective function whose curvature can be increased by using its free parameters, for example, exponents, can be made according more effective at capturing Pareto solutions. Numerical examples in the next section graphically illustrate these observations.

IV. Numerical Examples

This section provides three examples that illustrate the propositions of the preceding section. The developments of this section also reveal the means of exploiting the findings of this paper in practice. The first example concerns Proposition 1, the WS method. The second and third examples address the case of a general nonlinear objective function.

Example 1a

Consider the case of minimizing the WS objective function

\[
J(x) = w_1 \theta_1(x) + w_2 \theta_2(x) \tag{43}
\]

where

\[
\theta_1(x) = \exp(-x) + 1.4 \exp(-x^2) \tag{44}
\]

\[
\theta_2(x) = \exp(x) + 1.4 \exp(-x^2) \tag{45}
\]
the Pareto point shown could not be captured. For values of $m$ of 6 and above, the Pareto point could be captured. We verified that for $m = 6$, Proposition 2 is satisfied.

Note that, in practice, it will be generally difficult to determine when Proposition 2 is or is not satisfied. However, our understanding of the inherent factors at play here will allow us to do our work more effectively. We know that increasing the curvature of the objective function will make it more effective, and increasing the parameter $m$ will arbitrarily increase the objective function’s curvature. Therefore, in practice we are able to capture any Pareto point by simply increasing $m$ up to the needed value.

**Example 2**

Consider the case of minimizing the objective function

$$J(x) = w_1 \theta_1^m + w_2 \theta_2^m$$

(49)

where

$$\theta_1(x) = \exp(-x) + 1.4 \exp(-x^2)$$

(47)

$$\theta_2(x) = \exp(x) + 1.4 \exp(-x^2)$$

(48)

In this case, because the functional forms of the objective function and of the first constraint are similar, it is relatively simple to satisfy Proposition 2. We simply need to have $m > 2$. Figure 2c depicts the

...
feasible region in question, and Fig. 2d depicts the related curves. We let \( w_1 = w_2 = 0.5 \), and the results in Fig. 2d are self-explanatory. For \( m = 3 \), the second derivative of the objective function is \(-5.657\) and that of the Pareto frontier is \(-2.828\), thereby satisfying Proposition 2. To obtain these numbers, we used the expression

\[
\frac{d^2 \theta_1^2}{d \theta_1^2} = -w_1 w_2 (m - 1) \theta_1^{m-2} \theta_2^2 + w_1^2 (m - 1) \theta_2^{2(m-1)} + 1
\]

for the objective function and

\[
\frac{d^2 \theta_2}{d \theta_1^2} = -\frac{1}{(1 - \theta_1^2)^{1.5}}
\]

for the Pareto frontier. The values of the design metrics at the optimum are used in the preceding two expressions to verify that the inequality of Proposition 2 holds. Figures 2c and 2d illustrate this situation.

Example 3

In this example, we consider a more general situation where the Pareto frontier is concave and of changing curvature. The problem is as follows: minimize

\[
\min J_0(\theta_1, \theta_2 | \theta_1) \quad (55)
\]

where

\[
\theta_1 = \sin \theta, \quad \theta_2 = 1 - \sin \theta, \quad 0.5236 \leq \theta \leq 1.2532
\]

From the earlier discussions in this paper, we know that the WS approach will fail because the Pareto frontier is concave. We will instead consider two other options: the WSS and the compromise programming.

For the WSS approach, we use the objective function

\[
J(x) = w_1 (\mu_1(x) - G_1)^2 + w_2 (\mu_2(x) - G_2)^2 \quad (56)
\]

Choosing the good values to be the minimum values of the objectives, we have \( G_1 = 0.5 \) and \( G_2 = 0.3017 \). With these values, we were able to capture the full Pareto frontier. We also verified that Proposition 2 was satisfied. We also explored the possibility of using different good values, for example, greater than the minimum values used in this example. For these cases, changing the weights resulted in only partial generation of the Pareto frontier. As we know from the developments in this paper, we need the ability to change the curvature of the objective function, which is given by

\[
\frac{d^2 \theta_2}{d \theta_1^2} = -\frac{w_1 w_2 (\theta_1 - G_1)^2 + w_1^2 (\theta_1 - G_1)^2}{w_2^2 (\theta_1 - G_2)^2} \quad (57)
\]

The second derivative of the Pareto frontier is given by

\[
\frac{d^2 \theta_2}{d \theta_1^2} = -42 \theta_1 \quad (58)
\]

Although the good values do have some influence over the curvature, it is not clear how to effectively exploit that opportunity. A more direct way would be to change the exponents of the objective function. Another direct way to change the curvature also exists in the physical programming method, where a convexity parameter explicitly serves that purpose.

Our next approach to solving Example 3 is to use the WCP objective function, which is given by

\[
J(x) = w_1 \mu_1 + w_2 \mu_2 \quad (59)
\]

The results are as follows. For values of \( m \) less than eight, we could not capture the full Pareto frontier. In Fig. 2c, we show some of the Pareto points that could be captured. The range of captureable points is limited. The range of captureable points increases as \( m \) is increased, until \( m \) reaches the value of eight. At that point, all Pareto points are captureable. Again in this case, we verified that Proposition 2 defines the limit of capturability. That is, when Proposition 2 was violated the points were not captureable, and the converse was also true.

It is in the spirit of the preceding comments that the practical value of this paper is rooted. In general, it would be extremely impractical to have to compute the appropriate quantities to verify whether or not Proposition 1 and 2 are satisfied. We do not advise the reader to perform such a difficult task. Instead, the results of this paper explain and identify the origins of the inherent limitations of a given class of objective functions. In addition, this paper uncovers ways to circumvent these limitations, if the given class of objective functions allows. If a designer suspects that there are solutions that are available but that are not being captured by changing the objective function weights, then the designer can increase the parameter \( m \) (in the case of the compromise programming). Doing so increases the likelihood of satisfying Proposition 2. Stated differently, we can make practical use of Proposition 2, not by having to evaluate the curvatures of the Pareto frontier and of the objective function, but by varying the parameter \( m \), which we know can significantly change curvature. What was needed is a qualitative understanding of Proposition 2, together with an understanding of the structure of the objective function (namely, that the latter’s curvature will increase as \( m \) increases).

V. Conclusion

This paper expanded our understanding regarding why some objective functions fail to capture Pareto solutions. Because our ability to capture Pareto points is centrally important to the fields of design optimization and multi-objective optimization, a deep understanding of different classes of objective functions is of practical importance. This paper uncovered the role that convexity plays in the ability of objective functions to yield Pareto solutions, not simply in the case of linear WS method but also in the case of an arbitrary objective function. Quantitative conditions are derived to determine when a Pareto point is or is not captable by a given objective function. In practice, we can increase the capability of objective functions to capture Pareto points by simply changing available parameters that increase the functions’ curvatures. The results of this paper are of significant theoretical and practical value.
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